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A B S T R A C T

Rising antimicrobial resistance is a major problem in the UK and around the
world, and one of its main causes is inappropriate prescriptions. This project
aimed to achieve effective antimicrobial prescription for critically ill patients,
which is especially crucial because antimicrobial therapy must often be admin-
istered before laboratory results are available. An Intelligent Decision Support
System (IDSS) was developed to model the decision making process of an ex-
pert so as to suggest suitable antimicrobial therapy options for a new case. A
case is described by its attributes such as age and lactate levels. Using the
technique of Case Based Reasoning (CBR), similar cases were retrieved using
the K-Nearest Neighbour (KNN) algorithm. A novel approach was used to
define the distance metric of the KNN algorithm by taking a weighted average
of each attribute’s distance. A grid-search algorithm was used to find the opti-
mal set of weights that best represents the relative importance of the attributes.
Using the IDSS, the proposed solution had an average specificity accuracy of
94%, showing that the concept of CBR and KNN can be used for antimicrobial
prescribing. Also, when the optimal set of weights was used, the sensitivity of
the proposed solution increased by 1.7 times, demonstrating the usefulness of
weighing the attributes. The accuracy of each antimicrobial drug was found
to be directly proportional to how well the drug was clustered when Principal
Component Analysis (PCA) was applied. By studying how clustered a drug
was and its accuracy of prediction, it was possible to predict antimicrobial
drugs that had been overprescribed. Thus, this project contributed to tackling
antimicrobial resistance in three ways: firstly, by understanding the expert’s
decision making process with respect to the relative importance of attributes;
secondly, by suggesting suitable antimicrobial therapy options using the IDSS;
and thirdly, by examining the drug’s characteristics in terms of clustering and
accuracy.
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1
I N T R O D U C T I O N

1.1 Project Motivation

Antimicrobial drugs are medicines used against microorganisms such as bac-
teria, fungi and viruses. Antibiotics are a type of antimicrobial drug that is
effective against a single type or multiple types of bacteria. [1]

There is a significant concern regarding antimicrobial resistance, [2] which has
been rising over the past few years in Europe. [3] In particular, antibiotic resis-
tance means that certain drugs are no longer effective at inhibiting the growth
of the bacteria it was targeted at. Some examples of bacteria that are resistant
to antibiotics are Methicillin-resistant Staphylococcus aureus [4], Vancomycin
intermediate and resistant Staphylococcus aureus, and Vancomycin-Resistant
Enterococci (VRE). [5] Antimicrobial resistance ultimately results in an increase
in morbidity and mortality of patients. [6, 7] Misuse of antimicrobial drugs is
one of the leading causes of antimicrobial resistance. This can be in the form of
unnecessary prescription of antimicrobial drugs, prescribing excessive broad-
spectrum drugs or inappropriate prescription of narrow-spectrum drugs, or if
critically ill patients are not given timely antimicrobial treatment. [8]

In view of this, this project seeks to achieve prudent usage of drugs by pro-
viding individualistic care to each patient. This is exceptionally crucial for
critically ill patients because they usually have multiple medical conditions. If
these addition concerns are not taken into account, the antibiotic prescribed
may be suboptimal for the situation. [9] Furthermore, the cases in the Inten-
sive Care Unit (ICU) are more time-sensitive. Ideally, the most effective drug
would be prescribed if the pathogen and its sensitivity has been identified,
which is known as ”selective” therapy. However, it usually takes a minimum
of 24 hours to identify the pathogen and another 24 hours to obtain its sensi-
tivity. This means that it would take a total of 48 hours to determine which
drugs would be the most successful in killing the pathogen. Due to the critical
state of the patients in the ICU, the administration of antimicrobials is excep-
tionally time-sensitive and doctors often have to start antimicrobial therapy
before laboratory results are available. This is known as ”calculated” therapy.
[10] Unfortunately, 40% of the time, patients are given inappropriate treatment,
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either due to antibiotics being prescribed unnecessarily when there is no mi-
crobial infection, or prescribing a drug that has too broad a spectrum to target
the pathogen. [11] This superfluous treatment leads to an increase in antibiotic
resistance.

1.2 Aims and Objectives

Aim:
The aim of the project was to develop an Intelligent Decision Support Sys-
tem (IDSS) for antibiotic prescribing. The IDSS would assist doctors in de-
veloping individualised prescriptions of antimicrobial drugs for critically ill
patients in ICU. This was achieved by presenting the doctor with similar pre-
vious cases that are of interest, together with the drug or group of drugs that
was prescribed in those cases, as well as how successful their treatment was.
It could also recommend a possible antimicrobial therapy based on these re-
trieved cases. The suggested solution would mimics what an expert would
have prescribed.

Objective:
The main objective of the project was to develop an IDSS that, when given a
new case, is able to suggest suitable antimicrobial therapy options based on the
decision making process of an expert. The IDSS would use the technique of
Case Based Reasoning (CBR) together with machine learning to extract similar
cases to be presented. In order to create a useful tool for doctors, there must be
a good understanding of the medical data used. Specifically, the project seeks
to understand the decision making process when an expert prescribes antimi-
crobial drugs, and to incorporate this into the IDSS. To measure the usefulness
of the tool, the accuracy of the prediction was estimated using different sets of
parameters, and the best set of parameters was determined.

1.3 Scope

The focus of the project was on critically ill patients who had been warded in
the ICU. In particular, the project is targeted at improving the effectiveness of
”calculated” therapy before laboratory results are obtained.

Also, the desired outcome of the IDSS is to recommend a suitable antimicro-
bial drug or combination of drugs for a new patient. The aim is to replicate an
expert’s thought process so as to present alternative antimicrobial treatments
that is suitable for a new case received. Because each drug has its own set of
dosages, determination of dosage for a drug is not included in the scope of the
project. However, this could be considered for an extension of the project in
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the future.

The Python programming language was chosen as the platform for the system
because it is a high-level language that is suitable for Rapid Application De-
velopment. The open source Python data analysis library, pandas, was used
for data pre-processing. Also, scikit-learn, an open source python machine
learning library, was used for data pre-processing and machine learning.

1.4 Report Overview

This report has six main chapters, which are as follows. Chapter 1 covers an
introduction to the area of antimicrobial prescription and the problem of an-
timicrobial resistance, as well as the goals and the focus of this project. Chapter
2 gives the background of Case Based Reasoning (CBR), and also some of the
existing approaches used for antimicrobial prescribing. The methodology of
the project is described in Chapter 3, which covers the pre-processing of the
data, and clustering the data using PCA. Chapter 3 also gives a description
of the IDSS developed, and how the performance of the IDSS was measured.
In Chapter 4, the results with respect to PCA and the accuracy of the IDSS is
discussed. Chapter 5 investigates how the results can be interpreted to help
achieve prudent antimicrobial drug prescribing. Finally, Chapter 6 concludes
the work done and looks at possible areas of future work.
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2
B A C K G R O U N D

2.1 Theoretical Concept: Case-Based Reasoning (CBR)

Case Based Reasoning (CBR) can be defined as applying past knowledge and
experiences to solve a new problem. The CBR process can be generalised to a
cycle that has 4 stages: Retrieve, Reuse, Revise, and Retain (Figure 1). [12]

Figure 1: The CBR cycle[12]

When a new problem is received, it is defined as a new case. Then, the follow-
ing processes occur:
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1. Retrieve - From the case base, an identical case is retrieved. If an identical
case does not exist, one or more cases that are similar to the new case are
retrieved.

2. Reuse - If the retrieved case is identical to the new case, the solution is
reused. If the cases are not identical, a solution is formed by adapting the
solution from the retrieved case(s). The result of this process is a solved
case that is proposed as the suggested solution.

3. Revise - The suggested solution may be tested in a real-world situation.
Depending on how successful the suggested solution was, the solved
case is revised to give a confirmed solution. Alternatively, the suggested
solution may be evaluated by an expert to improve on the solution.

4. Retain - If there has been new knowledge learned from the case, the
learned case is added to the case base for future use.

CBR is considered as an alternative to a rule based approach. In a rule based
system, there is a knowledge acquisition step which formally represents the
knowledge from the previous experiences. However, this may not be easily
represented, and requires many previous cases to develop the rules. The ad-
vantage of CBR is that it is faster than a rule based approach. This is because
it does not require knowledge acquisition. Furthermore, CBR can be imple-
mented even with just a small amount of data initially, and the CBR can be
improved as cases are added to the case base over time. [13]

For CBR to be effective in a system, there are a few requirements. Firstly,
there must be an underlying model because CBR would not be successful in
modelling a random guess. Also, there should be exceptional cases that cannot
be easily modelled using a rule based system. Similar cases should also occur
frequently, and there is an assumption that similar cases have similar solutions.
[13] CBR can be applied in areas that satisfy all the above conditions. Some
examples of such areas are law, engineering, and medicine.

2.2 Existing Approaches

This section covers the basic techniques used in antimicrobial prescription, and
their limitations. It also explores how computer programs have been success-
fully used as support systems to doctors. In particular, the ICONS project,
from which the idea of this project was developed, is studied in detail.

2.2.1 Basic Antimicrobial Prescription

At present, the basic antimicrobial prescription method in most hospitals re-
lies on the expertise of the doctors to determine a suitable therapy. To obtain
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a solution, two processes are combined. Firstly, there is a rule-based approach,
which is objective knowledge derived from textbook knowledge. Secondly, an
intuitive approach is used which is based on the doctor’s experience. Thus, it
is subjective and evolves as the doctor gains experience. [14]

Some hospitals have implemeted programs targetted at reducing antimicrobial
resistance. This could be through antibiotic management programs, which are
also known as antimicrobial stewardship programs. For example, as part of
their Hospital Antibiotic Stewardship program, the Centers for Disease Control
and Prevention (CDC) in the U.S. has a checklist to achieve optimal antibiotic
prescribing and minimise drug misuse. [15] However, this approach is sub-
jective and time consuming, and is unable to suggest alternatives even if the
misuse of a drug has been identified.

2.2.2 Computerised Decision Support Systems (CDSS)

The application of Computerised Decision Support Systems (CDSS) to support
clinical decisions has made significant advances recently. In [16], CDSS has
been defined in a medical context as ”any software that directly aids clinical
decision making in which characteristics of patients are matched to a com-
puterized knowledge base for the purpose of generating patient-specific as-
sessments or recommendations that are then presented to clinicians for con-
sideration”. There are many possible approaches used in CDSS such as rule-
based reasoning, Causal Probabilistic Networks (CPN), and case-based reason-
ing. The success of these methods was evaluated to determine if they were
applicable to the context of this project.

Rule-based CDSS

Rule-based CDSS was first introduced in the 1970s, and MYCIN was one of the
first such CDSS. In a rule-based system, objective knowledge can be encoded
as rules in function-based programs such as: i f a→ then x with a certainty
factor CF(a, x). [17] For example, if a patient has a fever, then he might be
diagnosed ventilator-associated pneumonia with a confidence of 70%. While
this program might be helpful for an inexperienced doctor, it is not ideal be-
cause it has a very rigid structure and cannot handle missing information. [18]
The paradigm also does not account for the subjective knowledge that experts
use to prescribe an optimal therapy. Furthermore, the rules would change over
time due to reasons such as the development of antibiotic resistance, and in-
vention of new drugs. However, rules have to be hard-coded and modified
manually, making the rule-based paradigm inflexible to the dynamic clinical
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Figure 2: CPN modelling site of infection [21]

environment.

Causal Probabilistic Networks (CPN)

From the concept of certainty factors in MYCIN, the idea of conditional proba-
bilistic networks was developed. [19] The Bayesian network links variables to
each other, and the magnitude of each relationship is represented by a probabil-
ity. One example of how a CPN was used to prescribe antibiotics for moderate
and severe infections was the TREAT project. [20] Figure 2 shows the model
of the CPN applied in the TREAT project.

For each site of infection, a network model was built. One example of such
a site was the urinary track. The network model in Figure 2 showed how major
patient groups such as urinary catheter(labelled MDistrib1inthe f igure)a f f ectedtheprobabilityo f anin f ectionandthepredictiono f apathogensuchasE.Coli(labelledPathogen1thethediagram).Thepathogenwasmani f estedasinfectionssuchasurinarytrackin f ectionswhichcanbeobservedinthelocalorsystem responselike f ever, andwasmeasuredinlocalorsystem signssuchasbodytemperature.Thein f ectioncouldalsobedetectedinthespectrum cultures(labelledSpeccultur), blood cultures(labelledBloodcultu), andotherlaboratory tests(labelledLabSite)speci f ictothesite.Thee f f ectivenesso f theantibiotictherapywasmeasuredwithrespecttocoverage, resistance, gaininli f eexpectancy, andcosto f treatment.[21]

CPN was effective in the TREAT project because the project was targeted at
”run-off-the-mill inpatients given antibiotic treatment rather than unusual or
rare diseases”. [11, page S94] However, for the context of this project, the con-
ditions of the patients in the ICU are highly complex and diverse, with many
combinations and exceptions. It would not be easy to model these combina-
tions and exceptions using the network model, especially if there is insufficient
data. Thus, CPN is not appropriate for this project.

CBR in Medical Applications

There has been a number of medical applications of CBR, mainly in the areas
of diagnosing diseases, classifying patients, and prescribing or proposing treat-

8

bhenande
Highlight



ments or plans. [22]

One example of a successful implementation of CBR was in diabetics patient
management. [23] The objective of the system was to find similar past cases
using a nearest neighbour technique. These cases were presented to the doctor
to decide on the final treatment prescribed. It is interesting to note that the
similar cases could be from the same patient or from another patient. This al-
lows the knowledge pertaining to that patient be retained and passed on even
if there was a change in doctors. Furthermore, by using CBR, the knowledge
of experts was retained even when they left the hospital. The results showed
that a case was assigned to the correct class 83% of the time, and the correct
class was in one of the two most likely classes 98% of the time. Thus, this
shows that the nearest neighbour technique, together with CBR, is suitable for
medical applications and, in particular, finding similar patients.

One of the most significant research done in the area of medical CBR is the
ICONS project. [22] Because its context of prescribing antibiotics to patients in
ICU is very similar to the scope of this project, the next section will look at the
ICONS project in detail.

2.2.3 ICONS Project

The ICONS project involved the development of a computer program, ICONS,
to reduce antibiotic resistance through antibiotic therapy advice and individ-
ualised dosages. In comparison, the objectives of this project and the ICONS
project are similar in terms of the context of providing ”calculated” therapy
for critically ill patients. Thus, the same CBR framework used in ICONS was
applied in this project too. However, the retrieval method used in this project
was the nearest neighbour algorithm rather than the prototype trees method
used in the ICONS project. The reason for the change in retrieval method will
be discussed later.

As discussed previously, a doctor uses both objective and subjective knowl-
edge to decide on the most suitable antibiotic therapy for a patient. The CBR
technique is well-suited for antibiotic prescribing because it would take into ac-
count subjective knowledge. The CBR is also updated easily, thus keeping up
with the constant new knowledge being developed clinically. This update takes
place whenever a significant number of new cases are added to the system.[14]
Thus, the CBR technique was chosen for this project, and more details are pro-
vided in Section 3.3.
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The ICONS project organised the dataset into a forest of prototype trees in
order to retrieve similar cases. Each tree represented a typical antibiotic treat-
ment which corresponded to specific patient characteristics.This was imple-
mented by grouping cases into prototypes according to the ”group of patients”
and ”organ infected”. An example of a prototype tree is ”community-acquired
kidney infections”, where the ”group of patients” is ”community acquired”
and the ”organ infected” is the kidney. Within the prototype, cases would
have different contraindications due to attributes such as allergies to particu-
lar drugs, pregnancy, or problems with particular organs such as the kidney
and the liver. Since each prototype was expected to be correspond to the same
pathological spectrum, and the prescription was then fine-tuned to fit the con-
traindications. [10]

This method of storing only prototypes reduced the retrieval time and mem-
ory storage required even as the number of cases grows over time. However,
the disadvantage is that the system is rigid and would not work in some sit-
uations. For example, if information regarding the organ infected in a new
patient is not available, the system would break down because it would not be
able to assign the new case to any prototype. This is in spite of other useful
information being available, such as a chest or abdominal examination infor-
mation, which can be used to locate the problem. Furthermore, each prototype
tree and its corresponding pathogen is considered to be independent of each
other, which does not accurately reflect how underlying clinical factors may
be related. For example, a single pathogen may affect two organs. However,
this would modelled as two separate problems as each infected organ corre-
sponded to a different, independent prototype tree. In such a situation, the
ICONS project would not be able to consider a holistic solution to the problem
which was caused by a single underlying pathogen.

In the ICONS project, the nearest neighbour algorithm was disregarded as
a retrieval technique. This was because the nearest neighbour algorithm is
only appropriate for metric values, but several of the attributes in the case
description are categorical data such as allergies and pregnancy. Although
these categories could be numbered, they were unordered, and thus the near-
est neighbour algorithm was deemed inappropriate. [10] In this project, the
problem of unordered numerical data was overcome by using the similarity
functions, and in particular the Equals function described in Section 3.4.1.

10
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3

M E T H O D O L O G Y

Figure 3: Overview of methodlology

This chapter covers the four main processes in the methodology of this project.
Firstly, the raw data is processed to form the case base (Section 3.1). Secondly,
Principal Component Analysis (PCA) is applied to the processed data to better
understand the data in order to access if the case base is suitable for CBR
(Section 3.2). Thirdly, the development of the IDSS is described in detail in
Section 3.3. The IDSS uses the processed data as its case base. Within the
IDSS, two techniques were described in detail: the retrieval technique using K-
Nearest Neighbours (KNN) in Section 3.4, and, in Section 3.5, the classification
methods used to propose a solution. Finally, the accuracy of the suggested
solution is measured in terms of how well it is able to mimic what an expert
would have prescribed (Section 3.6). The performance of the system, together
with the results of the PCA analysis, would be analysed in the next chapter.

3.1 Data Processing

The medical data used was collected mainly from the ICU of Charing Cross
Hospital and Imperial College Healthcare NHS Trust between August 2014 and
April 2015. There was a total of 733 cases collected from 282 patients. Each
case consists of a case description containing different attributes(e.g. patient
age, body temperature, ventilation support), a solution which is the antimicro-
bial therapy prescribed by the doctor, and the outcome of the implemented
solution. Although there are 37 attributes used to describe the case, some at-
tributes could not be considered because there was insufficient data collected
for that attribute. A list of the parameters and the amount of data available for
each parameter is given in Appendix A. In the future, if more data has been
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collected for these attributes, these parameters can be added into the system
to give a more complete description of each case and improve the prediction
accuracy overall.

Nine attributes were used in the case description. There were two main types
of attributes, namely numerical data and categorical data. (Table 1). For numer-
ical data, the attributes considered are ’Patient Age’, ’Oxygen Requirements’,
’Respiratory Rate’, and ’Lactate’. For categorical data, the attributes consid-
ered are ’Abdominal Examination’, ’Ventilation Support’, ’Chest Radiography’,
’Chest Examination’, and ’Urinary Catheter’. The categorical data was encoded
as described in Section 3.1.1 to ensure compatibility with any subsequent func-
tions used. Also, the data is filtered with respect to the drug or combination
of drugs prescribed.

No. Attribute Type Range
1 Patient Age Numerical 0− 115
2 Oxygen Requirements Numerical 0.21− 0.95
3 Respiratory Rate Numerical 6− 56
4 Lactate Numerical 0.1− 23
5 Abdominal Examination Categorical SNT (soft non-tender), Ten-

der
6 Ventilation Support Categorical Extubated, Intubated, NIV,

Own, Tracheo
7 Chest Radiography Categorical Air under diaphragm, Clear,

Congestion, Consolidation,
Effusion, None

8 Chest Examination Categorical Clear, Crackles, Dull, None,
Wheeze

9 Urinary Catheter Categorical Yes, No

Table 1: Attributes in the case description

3.1.1 Encoding

If each category in the attribute is mutually exclusive, the attribute can be en-
coded using either a label encoder or one-hot encoding, and this is summarised
in Table 2.

The label encoding method was implemented in python using sklearn.pre-

processing.LabelEncoder. For an attribute which has C classes, the classes
would be labeled from 0 to C − 1, in alphabetical order. For example, for
the attribute ’Chest Examination’, there are 5 classes, which are labeled 0 to 4.
This method of encoding is suitable when using the Equals function described
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in Section 3.4.1 because the Equals function does not assume any order to the
labels. However, for other functions, this method cannot be used as it assumes
that the class labeled 0 is closer to class 1 than to class 5, which may not be
true. In this case, one-hot encoding is required.

Attribute(s) Label Encoding One-Hot Encoding
Renal Support: {’CVVH’, ’None’}
’CVVH’ 0 [1, 0]

’None’ 1 [0, 1]

Chest Examination: {’Clear’, ’Crackles’, ’Dull’, ’None’, ’Wheeze’}
’Clear’ 0 [1, 0, 0, 0, 0]

’Crackles’ 1 [0, 1, 0, 0, 0]

’Dull’ 2 [0, 0, 1, 0, 0]

’None’ 3 [0, 0, 0, 1, 0]

’Wheeze’ 4 [0, 0, 0, 0, 1]

Example: [Age, Renal Support, Chest Examination]
Patient 1:
[30, ’None’, ’None’] [30, 1, 3] [30, 0, 1, 0, 0, 0, 1, 0]

Patient 2:
[70, ’CVVH’, ’Crackles’] [70, 0, 1] [70, 1, 0, 0, 1, 0, 0, 0]

Table 2: Examples of Age, Renal Support and Chest Examination encoded
using Label Encoding and One-Hot Encoding

For the case of drugs prescribed, a multilabel binarizer is used because a pa-
tient can be prescribed more than one drug. For example, there may be a
total of 4 possible drugs in the entire case base: Meropenem, Metronidazole,
Tazocin, and Vancomycin. A binary matrix is used to represent the drugs pre-
scribed; if a drug is prescribed, its corresponding element in the array is set to
1, if not, the element is 0. Some possible prescription combinations are shown
in Table 3. This method was similar to one-hot encoding, but for multiple
labels. It was implemented using sklearn.preprocessing.MultiLabelBinarizer.
Multilabel classification must be used with multilabel data. This concept is
explained in detail in Section 3.5.3.

This multilabel technique should also be used for labelling drugs that a patient
is allergic to. Due to very few cases having information regarding drug allergy,
this attribute was not used in the current program. However, this should be
noted for future developments of the program.
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Drugs: {’Meropenem’, ’Metronidazole’, ’Tazocin’, ’Vancomycin’}
Prescription multilabel Binarizer
[’Tazocin’] [0, 0, 1, 0]

[’Meropenem’] [1, 0, 0, 0]

[’Meropenem’, ’Vancomycin’] [1, 0, 0, 1]

[’Tazocin’, ’Metronidazole’] [0, 1, 1, 0]

Table 3: Examples using multilabel binarizer for a set of 4 drugs

3.1.2 Filtering

The data had to be filtered before it was suitable for use in the IDSS. In
particular, rarely prescribed drugs were removed from the data set because
there was insufficient data to accurately conclude the drug’s usage. Although
there were 36 unique drugs prescribed in total in the data, Moxifloxacin, Er-
tapenem, Ethambutol and Cefalexin occurred only once, and Teicoplanin and
Benzylpenicillin only occurred twice in the entire data set. There are 14 drugs
that occured less than 10 times, and 8 drugs that occurred between 10 and 30
times in the data. These drugs were removed by setting a lower threshold TL..
If Px < TL, where Px was the number of times drug x is prescribed, then drug
x was removed from the case base. Then, if a case had no drug prescribed, that
case was removed from the data because it did not belong to any class.

Case No. Drugs Prescribed Drugs Prescribed
Before Filtering After Filtering

1 Tazocin Tazocin
2 Tazocin Tazocin
3 Tazocin Tazocin
4 Meropenem Meropenem
5 Meropenem Meropenem
6 Cefalexin, Meropenem Meropenem
7 Tazocin, Meropenem Tazocin, Meropenem
8 Ethambutol [deleted]

Table 4: Filtering cases so that infrequently prescribed drugs are removed

In Table 4, there is a toy example where Tazocin and Meropenem are frequently
prescribed drugs, while Cefalexin and Ethambutol are infrequently prescribed
drugs. Cefalexin and Ethambutol are removed from the data set. As a result,
only Meropenem was prescribed for case 6, and case 8 was completely deleted.
Note that in case 7, although the combination of prescribing both Tazocin and
Meropenem only occurs once, since both drugs are frequently occurring, the
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case is left unchanged.

Filtering is also used to remove drugs that occur too frequently in the data as
these drugs might bias the data. This hypothesis was tested in Section 4.2.1.
This is done by setting an upper threshold, TH, and if Py > TH, drug y is re-
moved from the case base.

Additional filtering can be performed with regards to the number of drugs
prescribed per patient. This is useful because if only cases with one drug pre-
scribed are chosen, both multiclass and multilabel classification can be applied.
With respect to the earlier example in Table 4, after such a filtering, cases 6 and
7 would be removed because both have more than one drug prescribed.

3.2 Data analysis using Principal Component Analysis (PCA)

From Section 2.1, in order for CBR to be effective in a clinical setting, there
must be an underlying relationship between the case description and antimi-
crobial therapy described. However, this relationship cannot be easily inferred
from the 9 attributes in the case description. Thus, Principal Component Anal-
ysis (PCA) is used to reduce the high-dimensional data to fewer dimensions.
This is done by projecting the data onto a lower dimensional space in a way
that maximises variance of the projected data. [24] By removing redundant
dimensions, a highly complex problem is simplified, and hidden structures in
the data may be revealed. [25]

Mathematical derivation of PCA

For the IDSS, there were N cases, which were described by n = 9 attributes
that had been encoded. This gives an N × n data matrix, D.

D =


d11 d12 . . . d1n

d21 d22 . . . d2n
...

...
. . .

...
dN1 dN2 . . . dNn


For each attribute (represented by the columns in D),the values are normalised
so that none of the attributes were over-represented. The resultant matrix is U.
Then, Σ, the covariance matrix of U, is found using

Σ =
UTU
N − 1

The eigenvalues λ and their corresponding eigenvectors x of Σ are found using
Eigendecomposition. In matrix form, this can be expressed as:

ΣΦ = ΦΛ
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Σ = ΦΛΦT

where

Φ = [x1, ..., xn], Λ =


λ1 0

λ2
. . .

0 λn


If Λ is normalised, the eigenvectors form a set of orthonormal basis vectors.
For PCA, the eigenvectors are sorted from largest to smallest, and the first m
vectors are used to reduce dimensionality to m.

Σnew = [x1, ..., xm], m ≤ n

The eigenvectors chosen form the principal components, and these principal
components are the axes on which the data is presented. [26]

PCA was implemented in python using sklearn.decomposition.PCA. From the
results described in Section 4.1, it was concluded that the case base can be
clustered, implying the necessary relationship between clusters and drugs pre-
scribed. This provided the basis and justification to apply CBR to the clinical
dataset used in this project.

Note that PCA was not used in the IDSS because it is a lossy compression.
Furthermore, the axes in PCA do not have any physical or clinical meaning.
Thus, if PCA was used, the set of weights allocated to each axis does not
give any additional insights into the decision making process of an expert. In
contrast, by using the attributes as axes, an attribute assigned with a higher
weight would imply that the attribute was more important to the decision-
making process. Hence, PCA was only used in the project as a tool to better
understand the data in the case base.

3.3 Overview of IDSS

Figure 4: Overview of IDSS

16



The IDSS is developed using the CBR technique and shown in Figure 4. The
process is as follows:

1. A new problem is received as a case description that contains the at-
tributes of the patient. The objective is to find a suitable solution, in this
case an antimicrobial treatment, for the new case.

2. Similar cases from the case base are retrieved using the K-Nearest Neigh-
bours (KNN) algorithm, as described in Section 3.4. In this step, a novel
approach was applied to measure the similarity between cases. Each
attribute of the new case was compared to a previous case. The differ-
ence of the attribute between the new and previous cases was quantified
and normalised between 0 and 1. A weighted sum of the differences
between all the attributes was calculated to give the overall distance be-
tween the new case and its neighbouring, previous cases. Thus, the K-
Nearest Neighbours were the K most similar cases from the case base
which had the lowest overall distance to the new case.

3. Given the K most similar cases, a case solution is proposed. The solution
is the most likely antibiotic therapy that would have been prescribed by
an expert. This is the ”Reuse” process in the CBR cycle in Figure 1 and
it is described in Section 3.5.

4. The proposed solution is presented to the doctor together with the most
similar cases so that the doctor can understand the reasoning behind the
suggestion. He can then compare the case descriptions of the similar
cases with that of the current case and decide on the actual antibiotic
therapy to be implemented.

5. The implemented solution and its outcome (how successful the antibiotic
therapy was) is added to the new case’s description to form a solved case.
The solved case is added into the case base.

3.4 Retrieval Technique: K-Nearest Neighbours (KNN)

The k-Nearest Neignbours (KNN) algorithm is a commonly used retrieval
method for CBR and was chosen was for the IDSS as it has been successfully
used for previous medical CBR research. [23] It was implemented in python
using sklearn.neighbors.NearestNeighbors.

For most KNN algorithms, the metric used is Euclidean distance. The smaller
the Euclidean distance, the ”nearer” the ”neighbour”, implying a higher simi-
larity. In the IDSS developed in this project, an alternative metric for distance
was applied to cater specifically to the nature of the attributes in the case
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description. Although this metric is based on an existing framework, to the au-
thor’s best knowledge, the application of the metric to assist in antimicrobial
prescribing was novel.

3.4.1 Novel Application of Distance Metric

Similarity functions were developed based on the KNN similarity framework
from jCOLIBRI, which is a reference platform for CBR using java. [27] The
similarity functions Equals and Interval were used for categorical and numeri-
cal attributes respectively. The output of these functions were then combined
using a weighted average.

Equals Function

The Equals function is used for comparing categorical attributes like chest ex-
amination. It is based on the Equals local similarity function in jCOLIBRI. The
output of the function is 1 if the attributes in the new case is the same as the
retrieved case, and 0 otherwise.

When the Equals function is used, there is an assumption that each of the
categories are dissimilar. This is true for some attributes with only two possible
categories such as urinary catheter with only ’yes/no’ categories. However,
this may not true for other attributes. For example, if a new case’s ’Chest
Examination’ is ”Clear” which means that there is no problem detected, this is
similar but not exactly the same as if the retrieved case belongs to the category
”None”, which is when there is no chest examination done because there is no
suspected problems in that area. Using the Equals function, the output is 0,
and this similarity is not captured. However, because it is difficult to quantify
the similarity between the categories, the Equals function is used as a basic
comparison.

Interval Function

The Interval function is used for numerical attributes. It is based on the local
similarity function of the same name in jCOLIBRI. For each attribute such as
age, the difference between the values in the new and previous cases were
calculated and normalised by the range of that attribute.

Intervali = 1−|NewCaseValue− PreviousCaseValue|
Rangei

(1)

The Interval function normalises the distance so that the output lies between 0
and 1. The higher the output, the more similar the new case is to the retrieved
case.
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Combining Attributes

In the IDSS, there are nine different attributes that are combined together to
give a similarity score. After comparing each of the attributes using the Equals

or Interval function, the output similarity of each attribute, xi is combined
using a weighted average equation as shown below. This concept is based on
the global similarity function in jCOLIBRI. All the weights w of the attributes
lie between 0 and 1, and the weights sum to 1. Thus, the similarity score was
also in the range of 0 to 1 with a higher score representing a higher similarity.
If a new case is identical to a retrieved case, the similarity score will be 1. This
is summarised in Equation 2.

Similarity = ∑
i

wixi, where i = [1, 2, ...N], ∑
i

wi = 1, 0 ≤ xi ≤ 1 (2)

In the KNN algorithm, the nearest neighbours are found by choosing those
with the smallest distance. The distance is calculated using Equation 3. The
more similar a retrieved case is to the new case, the smaller the distance, and
the more likely the retrieved case is one of the k-nearest neighbours to the new
case. If the retrieved case and new case is identical, the distance score will be
0.

Distance = ∑
i

wi(1− xi) = 1− Similarity (3)

Case Age Ventilation Drug Similarity score Distance
No. (range: 0 Support Actually (Eq. 2) score

to 115);
weight=0.2

weight=0.8 Used (Eq. 3)

New 60 Intubated ? - -
1 55 Own A 0.2 × (1 − |60−55|

116 ) +

0.8× 0 = 0.19
0.81

2 70 Intubated B 0.2 × (1 − |60−70|
116 ) +

0.8× 1 = 0.98
0.02

3 20 Intubated B 0.2 × (1 − |60−20|
116 ) +

0.8× 1 = 0.93
0.07

Table 5: Attributes in the case description

A simplified example of how a new case is compared to 3 retrieved cases is
given in Table 5 where the two attributes of Patient Age and Ventilation Sup-
port are considered. It can be seen that although the 1st retrieved case is the
closest to the new case in terms of age, it is the furthest from the new case over-
all. This is because it has a different ventilation support, and this attribute has
a much higher weight than age. Both Cases 2 and 3 are a very small distance
away from the new case because they both have the same ventilation support
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(Intubated) as the new case. Case 2 is nearer to the the new case than Case 3

because the age of the patient in case 2 is closer to that of the new case.

These weights give an indication of the significance of the attribute. The higher
the weights, the more important the attribute. This can be seen clearly in the
simple example in Table 5 where ’Ventilation Support’ is considered more im-
portant than ’Patient Age’. Thus, cases with the same ’Ventilation Support’
categories are considered more similar, and ’Patient Age’ is used as a refine-
ment to distinguish between cases with the same ’Ventilation Support’.

3.4.2 Finding Optimal Weights

The ”best” set of weights was the set of weights that best represented the ”sim-
ilarity” of cases. Cases that were prescribed the same drugs were defined to
be similar. This was a reasonable assumption given the results of the PCA
in Section 4.1. For the example in Table 5, if the expert’s opinion is that the
new case should be prescribed drug B, then the weights chosen are suitable.
However, if the new case was supposed to be prescribed drug A, then the set
of weights chosen above was incorrect, and the ’Age’ attribute should have a
higher weight than ’Ventilation Support’.

A grid search algorithm was used to find the ”best” set of weights. Quantita-
tively, this would be the set of weights that maximised the accuracy (measured
using the equations in Section 3.6.2). The disadvantage of the grid search algo-
rithm is its high complexity, which translates into a long running time required
to find the ideal weights.

One alternative method considered was multiple linear regression, which finds
the relationship between n (in this case, n = 9) attributes and a response vari-
able Y, which would be the similarity between the set of drugs prescribed. [28].
This is expressed in Equation 4, where Y is the similarity between drugs and
wi is the weights corresponding to the ith attribute, represented as xi. The tech-
nique would find the values of wi as well as the arbitrary constant, c, that best
satisfy Equation 4.

Y = ∑
i

wixi + c (4)

At first glance, this equation seems similar Equation 2. However, this method
is not compatible with the concept of KNN and distances. This is because in
multiple linear regression, the weights can take on any value, including nega-
tive values. A negative weight would mean that the more different the cases
are with respect to an attribute, the more likely they would be prescribed the
same drug. This does not reflect the decision making process of an expert
in a clinical setting. Also, there is no physical interpretation of the arbitrary
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constant. Thus, although multiple linear regression may be able to model the
data statistically, this does not satisfy this project’s objective of modelling and
interpreting the decision making process of the expert.

Although the grid search algorithm is computationally intensive, this is not a
significant limitation to the actual implementation of the IDSS. This is because
once the ”best” set of weights is found, only this one set of weights is used
each time a new case comes in. The entire grid search process would only
need to be repeated occasionally to update the best set of weights when the
case base changes significantly.

3.5 Proposing a Solution

After retrieving the K most similar cases, a proposed solution is formed by
adapting the solutions from the retrieved cases. This adaptation is done using
the process of K-Neighbours Classifier. This can be done using either multi-
class or multilabel classification.

3.5.1 K-Neignbours Classifier (KNC)

KNN can be used to as a classifier to adapt a solution for the new case.
The K-Neighbours Classifier (KNC) was implemented using sklearn.neighbors.

KNeighborsClassifier. The concept of KNC is a simple majority voting: if at
least half of the nearest neighbours belong to class C, the case is assigned to
class C. As an illustration, a toy example of using KNN to predict the class of
an unknown case is shown in Figure 5.

Figure 5: Using KNN to predict the class of a new case, ”?”

In Figure 5, there are 2 dimensions, representing 2 attributes, x and y. The
distance to the query case is measured using the Equations 2. The blue circles
represent the situation where the x and y dimensions have equal weights of
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0.5 each. If k = 3 (inside the solid blue circle), the case is deemed to be of the
”yellow square” class using majority voting. However, if K is chosen to be 5
(inside the dotted blue circle), then the case belongs to the ”red triangle” class.
Thus, there is a need to choose the most suitable k for the model. This was
a hyperparameter optimization problem that was solved using a grid search
algorithm.

Another factor that affects the prediction is the value of the weights for each
attribute, as described in Section 3.4.1. In the toy example, the green oval
represents the situation where the attribute y is assigned a higher weight than
x. Then if k = 5, 4 out of the 5 nearest neighbours are of the ”yellow square”
class. the new case is now classified to be ”yellow square”. This is different
from when equal weights are used, and the number of neighbours is also 5.

3.5.2 Multiclass Classifier

In the IDSS, there are at least 20 different drugs that occur more than 10 times
in the case base. If the system only considers the case where only one drug is
prescribed per case, the multiclass classifier can be use. Each class represents
one drug, and there are more than 2 classes. A one-versus.-rest classifier (also
known as one-versus.-all) is used for multiclass classification. The one-vs.-rest
classifier is shown in Figure 6.

A single classifier is trained per class. First, class A is treated as the positive
class and the remaining classes are negative classes. This is repeated with class
B as the positive class and the rest as the negative class, and so on. [29]

Figure 6: Using one-vs.-rest method to classify four classes

In the previous example in Figure 5, there were only two classes. Thus, if k is
odd, at least half of the nearest neighbours would belong to one class. How-
ever, this is not true for a multiclass classifier. There are situations where a
prediction cannot be made when using a multiclass classifier. For example, if
k = 7, out of the 7 neighbours a case has, 3 of the neighbours may have been
prescribed drug A, while the other 4 cases are prescribed drugs W, X, Y, and
Z. Although drug A is prescribed the most number of times compared to the
other drugs, a prediction is not made because it was not prescribed more than
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half the time.

Thus, the IDSS was tested using two possible configurations for the KNC:

1. No forced prediction: A prediction is only made if at least half the neigh-
bours are of a certain class. This is the default configuration, and a pre-
diction would not have been made for the above example.

2. With forced prediction: A case is allocated the class or classes which
have the most number of votes, even if less than half its neighbours be-
long to that class. For the example above, drug A would be predicted.

3.5.3 Multilabel Classifier

The multiclass classification is only suitable when one drug is prescribed per
case. However, there are many cases where more than one drug was prescribed
to a single case. Out of the 733 cases in the data used, there were 36 unique
drugs, but 238 possible combinations. It is not possible to give each combi-
nation a class as there would be insufficient data per combination, and many
combinations are very rare. As such, multilabel classification was favoured
over multiclass classification when more than one drug is prescribed per case.

After encoding the data using the multilabel binarizer as described in Section
3.1.1, a single classifier is trained per label. Using the example in Table 3, the
classifier is first trained for Meropenem (either prescribed Meropenem or not),
then for Metronidazole, and so on. In the case of multiclass classification, if
a prediction is made, the suggested solution for a case would be exactly one
drug. However, if the multilabel classifier is used, a proposed solution could
contain more than one drug, or no drugs at all. For the case when only one
drug was prescribed per case, both the multiclass and multilabel classifier were
tested to find the most appropriate classifier for the system.

3.6 Measuring the Performance of the IDSS

In order to measure the performance of the IDSS and determine the best set of
parameters and configurations, cross validation is used. This allows testing to
be done using the existing case base.

Figure 7 gives an overview of how the performance of the IDSS is measured.
Some cases in the case base are chosen to form a testing set. Instead of a new
case, the cases in the testing set are treated as ”new cases”. The rest of the
case base forms the training set. By using only the case descriptions of the
testing set, a solution is suggested. This proposed solution is compared to the
actual solution which was the drugs prescribed by the experts for those cases.
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Figure 7: Measuring IDSS performance

Two main measures were used as performance metrics: the accuracy per case,
and the accuracy per drug. Different configurations (e.g. different number of
neighbours, k; multiclass vs. multilabel classification) were tested using these
metrics to determine the best configuration for the IDSS.

3.6.1 Stratified K-folds Cross Validation

Cross validation, also known as rotation estimation, involves splitting the data
into a testing and a training set, and performing tests multiple times using
different partitions. The output accuracy is averaged over all the runs.

K-folds

Because of the large number of cases, the K-fold technique was used for cross
validation. This means that the case base is split into K groups of equal sizes
(known as folds). On the first run, the first fold is used as the testing set while
the rest is used as the training set. This is repeated a total of K times, and each
time a different fold is used as the testing set. Figure 8 shows the K-fold cross
validation process for 4 folds. Note that the K here should not be confused
with the K in the KNN algorithm; these Ks are unrelated.

Figure 8: K-folds cross validation for 4 folds
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Stratified K-folds

In the standard K-folds, the cases are usually assigned to the folds randomly. A
variation of K-folds is the stratified K-folds, which ensures that the percentage
of each class or label represented in each fold remains approximately the same.
This was the technique used for the IDSS. This is because some drugs are only
prescribed very rarely. If all of the cases that were prescribed drug x were
in the testing set, it would be impossible that any of the neighbours assigned
to the testing case would be of class x. Thus, stratified K-folds was used to
prevent such a situation.

Choice of K for K-folds

It is desirable for K to be large as the larger K is, the more closely the training
set resembles the actual case base. However, K cannot be too large in this
application because some classes of drugs are very rare. For every class to be
represented at least once in each fold, K cannot be too large. Furthermore, the
largerKis, the longer the running time and the higher the variance between the
results of each run. Given these considerations, the number of folds, K, was
chosen to be 7 for the testing of the IDSS.

3.6.2 Calculation of Accuracy

The accuracy of the proposed solutions was measured using two performance
metrics: the accuracy per case, and the accuracy per drug. A higher accuracy
means that the IDSS is better able to model the decision making process of the
expert.

Accuracy per Case

For each testing case, the {Hypothesis} is defined as the set of drugs that is
proposed by the IDSS, and the {Solution} is the set of drugs that was actually
prescribed by the expert for thae testing case. The accuracy per case is defined
as:

Accuracy =
Cardinality o f

{
{Hypothesis} ∩ {Solution}

}
Cardinality o f

{
{Hypothesis} ∪ {Solution}

} (5)

Some examples of proposed solutions (Hypothesis) and drugs prescribed (So-
lution) are given in Table 6.
From Table 6, it can be seen that the accuracy is penalised when the hypothe-
sis does not contain a drug that was actually in the solution (No. 2). In order
to prevent the suggest solution simply containing as many drugs as possible,
there is also a penalty for suggesting a drug that was not prescribed by the
expert (No. 6).
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No. {Hypothesis} {Solution}
{
{Hypothesis}

∩ {Solution}
}

{
{Hypothesis}

∪ {Solution}
} Accuracy

(Eq. 5)

1. {T, M} {T, M} {T, M} {T, M} 2/2=100%
2. {T} {T, M} {T} {T, M} 1/2=50%
3. {A, M} {T, M} {M} {A, T, M} 1/3=33.3%
4. {T} {M} {} {T, M} 0/2=0%
5. {T, M} {A, C, T} {T} {A, C, T, M} 1/4=25%
6. {A, C, T, M} {T} {T} {A, C, T, M} 1/4=25%
7. {} {T, M} {} {T, M} -

Table 6: Calculation of accuracy per case

Finally, the overall accuracy is the mean of the accuracy per case, over all the
cases. Note that when there is no prediction (possibly due to the multiclass
classification in Section 3.5.2), that case is not counted to the overall accuracy.
This is not the same as when the hypothesis is completely wrong and the
accuracy is 0% (No. 4). The overall accuracy for the all the cases in Table 6

is 100+50+33.3+0+25+25
6 = 38.8%. Note that No. 7 is not counted because no

prediction was made.

Accuracy per Drug

By using multilabel classification, it is easy to calculate the accuracy per drug
because each drug is a binary classification. Thus, the measures of prediction
for binary classification have been adapted as performance metrics to measure
how accurate the prediction of each drug is. Three measures are chosen to give
the most insight into the data: the Sensitivity, Specificity and Positive Likeli-
hood ratio.

For the application of the IDSS:

• True Positive (TP): Prediction = 1 and Solution = 1.
Drug is suggested by the IDSS and was prescribed by an expert.

• False Positive (FP): Prediction = 1 and Solution = 0.
Drug is suggested by the IDSS but was not prescribed by an expert.

• True Negative (TN): Prediction = 0 and Solution = 0.
Drug is not suggested by the IDSS and also not prescribed by an expert.

• False Negative (FN): Prediction = 0 and Solution = 1.
Drug is not suggested by the IDSS but was prescribed by an expert.
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Sensitivity measures how likely that if an expert prescribes drug A, the IDSS
also recommends drug A as a solution. It is measured by the True Positive
Rate (TPR), as shown in Equation 6.

Sensitivity = TPR =
No. o f TP

No. o f TP + FN
(6)

Specificity measures how likely a drug is not recommended by the IDSS, given
that it was not prescribed by the expert. It is measured by the True Negative
Rate (TNR), as shown in Equation 7.

Sensitivity = TNR =
No. o f TN

No. o f TN + FP
(7)

Ideally, every drug should have both a high sensitivity and a high specificity.
However, there is a trade-off between sensitivity and specificity. In order to
quantify this trade-off to find the optimal point, the aim is to maximise the
Positive Likelihood Ratio (LR+). Equation 8 shows the calculation of LR+.

LR+ =
Sensitivity

1− Specitivity
=

TPR
1− TNR

(8)
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4

R E S U LT S

In this chapter, the results from the PCA and the IDSS are detailed, and the
relationship between them is analysed. Also, the different configurations of
the IDSS are investigated. In particular, it was important to find a suitable
number of neighbours, K, and the optimal weights to be allocated.

4.1 Clustering using PCA

The purpose of PCA was to reduce the dimensionality of the data so as to
find out if the cases could be clustered based on their case descriptions, and
if there was a relationship between the clusters and the antimicrobial drug
prescribed. The attributes used in the case description were the same nine that
are described in Table 1. From Section 3.2, each attribute, represented by the
columns of the data matrix, must be normalised. Two normalisation methods
were tested: the standard scaler normalised the mean to 0 and variance to 1,
and the Minmax scaler normalised all the values to lie in the range of 0 to 1.

Standard Scalar

Figure 9: Clustering of cases using standard scaler, from two perspectives
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When the sklearn.preprocessing.StandardScaler was used, each attribute was
scaled so that it had a mean of 0 and a variance of 1. This method of normal-
isation was not very effective. For visualisation purposes for the report, the
number of dimensions was reduced from 9 to 3. From the clustering of cases
in Figure 9, there was a main cluster where most of the cases are located, and
another smaller cluster. When only 3 dimensions were used, only 37% of the
information was retained. This is evident from the poor clustering when the
standard scaler was used.

Figure 10: Clusters observed when PCA was applied using standard scaler.
Cases when (a) Tazocin, (b) Clindamycin, (c) Metronidazole, and (d) Amoxy-
cillin were prescribed are in green.

The full results for all the drugs is given in Appendix B.1. The results for
Tazocin, Clindamycin, Metronidazole, and Amoxycillin are used as examples
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and are shown in Figure 10. It can be seen that wide-spectrum drugs like
Tazocin were not well clustered. In contrast, Clindamycin, a narrow spectrum
drug, was only prescribed in cases in the right-half of the main cluster, when
x > −1. It it interesting to note that almost all the cases in the small cluster
were prescribed Metronidazole. Also, most of the cases in the lower half of
the small cluster (when y < 2) were prescribed Amoxycillin. This shows that
by using just the case descriptions, the cases can be clustered. Also, there is a
relationship between the clusters and the drugs prescribed.

MinMax Scaler

The Minmax scaler normalises all the attributes to have values between 0 and 1.
This method of scaling is preferred to the standard scaler because it is similar
to how the attributes had been scaled in the Equals and Interval functions in
Section 3.4.1. Also, when the dimensionality was reduced to m = 3, 61% of the
information was preserved, which is better than when the standard scaler was
used.

When the Minmax scaler was used with PCA, the cases could be visualised in
the new 3-dimensional space, shown in Figure 11. There were more obvious
clusters as compared to when the standard scaler was used. Visually, it could
be seen that there are four main clusters. Each of clusters can also be split into
two sub-clusters each. In Figure 11, these four clusters have been colour-coded,
and each of the sub-clusters have been numbered, so that each cluster can be
easily identified.

Figure 11: Clustering of cases using MinMax Scaler

In Figure 12, the cases in which the drug was prescribed is in green. Three
drugs were used as examples: Tazocin, Vancomycin, and Clindamycin. For
Tazocin, it is not well clustered and occurs in all eight sub-clusters. This is
expected because Tazocin is a broad-spectrum antibiotic, and can be used in
many cases. Clindamycin is a narrow spectrum antibiotic, and is only pre-
scribed in cases that are in the R1, R2 and Y1 sub-clusters. For Vancomycin,
since it is a narrow spectrum drug and it is expected to be well clustered like
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Clindamycin. However, it can be observed that the cases in which Vancomycin
were prescribed occurred in all the clusters and subclusters. This behaviour
is similar to that of Tazocin and Meropenem, which are wide-spectrum drugs.
This implies that Vancomycin was overpresecribed. Vancomycin was treated
as a case study which is discussed in detail in Section 5.3.

Figure 12: Clusters observed when PCA was applied using Minmax scaler.
Cases when (a) Tazocin, (b) Vancomycin, and (c) Clindamycin were prescribed
are in green.

The visualisation results for all the drugs is given in Appendix B.2, and the
Table in Figure 13 summarises the results for all the drugs.

Figure 13: Summary of clusters which had cases which used that drug (Y: Yes,
N: No)

From the table, it can be seen that Tazocin, Meropenem and Vancomycin were
poorly clustered and were prescribed in all 8 clusters. The red clusters (R1
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and R2) contained most of the cases, and in the red cluster, any one of the
drugs could have been prescribed. In general, there seems to be an inverse re-
lationship between the number of times a drug was prescribed, and how well
clustered it was. The relationship between how the clustering of a drug affects
its prediction accuracy is discussed in Section 4.3.

Because the axes used in PCA are the eigenvectors of the data and have no
physical meaning, it is hard to interpret what the cases in the same cluster
had common. However, from the PCA results, it could be concluded there is
some relationship between the attributes in a case’s description, and what drug
it was prescribed. This means that the data was suitable for CBR. However,
because some drugs were not well clustered, the IDSS may not be able to
predict those drugs very accurately.

4.2 Accuracy of Prediction

The performance of the IDSS was measured in terms of how well the system
was able to model the decision making process of an expert. The suggested so-
lution was compared to the actual solution given by an expert, and its accuracy
was measured. The study was first done on cases where only one drug was
prescribed per patient. The study was then extended to all cases, regardless of
the number of drugs prescribed per case.

4.2.1 Cases with only one drug prescribed

By filtering the data using the method in Section 3.1.2, only cases where a sin-
gle drug was prescribed per case were chosen to form the case base. This was
chosen as the starting point of the investigation to determine the best choice
of some parameters before proceeding to test using the entire case base. For
example, this allows a comparison between multiclass and multilabel accuracy.
For the trials in this section, an arbitrary k = 5 neighbours were used; the
optimal number of neighbours will be determined in Section 4.4.

It is interesting to note that out of 275 cases where only one drug is prescribed,
most of the cases were prescribed Tazocin (41%) and Meropenem (23%). For
the remaining cases, some drugs were only prescribed rarely. Thus, a lower
threshold TL was set so that if a drug is prescribed too few times, that drug is
removed from the case base. The threshold was initially set at 30, which means
that a drug had to be prescribed at least 30 times in the case base. At TL = 30,
there were only two possible drugs in the case base: Tazocin and Meropenem.
TL was varied over different trials to investigate how the accuracy changes
when there are more possible drugs. The results are shown in Table 7 for both
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multiclass and multilabel classification.

An upper threshold TH was also set to remove drugs that occur too frequently.
The threshold was set at 1/3 of the number of cases in the case base i.e. if a
drug was prescribed in more than 1/3 of the cases, it was removed. The effect
of removing this bias is shown in Trials 3 and 4 of Table 7.

In Table 7, for the ”Basic” case, all the attributes are assigned equal weights.
The ”Best” average accuracy per case is obtained when the optimal set of
weights is applied.

Trial No. of cases
tested

No. of Drugs
Tested

Multiclass Multilabel

Basic Best Basic Best
1. 175 2 56.3% 67.5% 54.6% 66.4%
2. 202 3 47.4% 56.3% 49.6% 57.8%
3. 105 3 (no bias) 62.9% 67.4% 67.7% 68.3%
4. 130 6 (no bias) 47.7% 59.5% 56.4% 66.6%
5. 243 7 37.4% 47.4% 44.9% 45.5%

Table 7: Average accuracy per case for multiclass and multilabel classification

Figure 14: Overall accuracy per case for multiclass and multilabel classification

The results in Table 7 was complied into a graph shown in Figure 14. From
Figure 14, some trends were observed.
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1. When the ”Best” set of weights was used, there is clearly an improve-
ment in the results as compared to when equal weights were used. The
improvement as particularly significant when multiclass classification is
used. This indicates that the method of weighing attributes helps to bet-
ter model the decision making process of an expert.

2. By setting TH to remove drugs that occur in more than a third of the
cases, the accuracy was significantly improved.

3. In general, when the number of drugs increase,the average accuracy per
case decreased. This is expected because as the number possible drugs
increases, the difficulty of the problem increases. For example, when
there were only 2 drugs, a random guess would give an accuracy of 50%.
Thus, the IDSS improved the accuracy by 1.3 times. The improvement in
accuracy, as compared to a random guess, is shown in Figure 15.

Figure 15: Improvement in accuracy as compared to a random guess

It can be seen that the improvement in accuracy increases as the num-
ber of drugs increases. This is because the accuracy was approximately
constant at about 50%, even when the difficulty of the problem increased.
As before, the IDSS performs better when the bias was removed.

One possible reason why the improvement in accuracy was not very sig-
nificant when only two drugs are predicted was because of the nature
of the drugs considered: Tazocin and Meropenem. From Section 4.1,
Tazocin and Meropenem are very poorly clustered. Thus, it is difficult to
differentiate between Tazocin and Meropenem. This concept is explained
further in Section 4.3.
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Weights

The ”Best” set of weights was different for each of the trials in Table 7. This
is because a different set of drugs was tested in each trial, and each drug had
its own optimal set of weights. This is further discussed in Section 4.5 and
Section 5.2.

Multiclass vs. Multilabel Classifier

From both Figure 14 and Figure 15, the multilabel classifier performed at least
as well as the multiclass classifier for any number of drugs. The multilabel
classifier also performed significantly better than the multiclass classifier when
the bias was removed from the data. Furthermore, the multiclass classifier was
not suitable when a case could have more than drug prescribed. Thus, the
multilabel classifier was chosen for the final model, regardless of how many
drugs are prescribed per case.

Removing Bias

It was hypothesized that if a drug occurred too frequently, it would bias the
data. The impact of the bias is also closely linked to the number of neighbours
chosen. This is because if k was too large, majority of the k neighbours would
be of that drug. Thus, for all subsequent tests, TH is set at 1/3 of the case base
and if a drug is present in more than 1/3 of the cases, it is removed.

4.2.2 Cases with one or more drugs prescribed

The IDSS was tested to predict cases where one or more drugs were prescribed
per case. This was done using multilabel classification. The lower threshold
was set to TL = 30 and the upper threshold TH is 1/3 of the case base. There
were a total of 466 cases in the case base, and 12 possible drugs. Because there
can be more than one drug prescribed at a time, there are 4095 possible com-
binations of drugs. Realistically, not all combinations of drugs are prescribed.
From the data, there were 239 unique combination of drugs. The performance
of the system was measured with respect to the overall accuracy per case and
the accuracy per drug.

Overall Accuracy per Case

The average accuracy per case shown in Figure 16 compares the results with
and without forced prediction. When equal weights were assigned to the at-
tributes, the average accuracy per case was 18.50% without forced prediction,
and 19.91% with forced prediction. Although this is lower than the accuracy
when prescribing only a single drug per case, this is because of the significant
increase in the difficulty of the problem. If out of the 239 possible combinations
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a random guess is made, it would only have an accuracy of 0.4%. Then, the
IDSS actually improved the accuracy of prediction significantly. Furthermore,
when optimal weights were used, the accuracy improves and the average accu-
racy is 25.0% per case without forced predictions and 25.2% with forced pre-
dictions. This shows that by assigning the weights optimally, the accuracy of
the prediction was improved. When there was a forced prediction as described
in Section 3.5.2, the accuracy improved further. The accuracy increased signifi-
cantly when equal weights were used, and slightly when the optimal weights
are used. The impact of forcing predictions is more apparent in the calculation
of accuracy per drug.

Figure 16: Average accuracy per case, when one or more drugs can be pre-
scribed per case

It should be noted that the term ”accuracy” is used very loosely here. An
”accuracy” of 25.2% indicates that approximately one out of four times, the
expert prescribes the same drug as that recommended by the IDSS. However,
it could be possible that even if an expert was given the same case twice on
two separate occasions, he might not suggest exactly the same drugs. This
could be because some drugs are very similar and interchangeable, or simply
because of human error. This would then affect the data as similar cases were
not always prescribed the same drugs.

Accuracy for each Drug

The accuracy of each drug was measured in terms of sensitivity, specificity and
LR+, which was calculated using Equations 6, 7 and 8 respectively. The overall
best weights was the set of weights that gave the highest average accuracy
per case. This same set of optimal weights was applied to all the drugs. The
accuracy when using the overall best weights was compared to assigning equal
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weights to each attribute. Furthermore, each drug had a different optimal set
of weights corresponding to it. This was the set of weights that corresponded
to the highest LR+ for that drug. Note that for the accuracy of the drug-specific
best weights given in Tables 8 to 10, there was also forced predictions.

Sensitivity

Drug No. of Using Equal Using Overall Using
Instances Weights Best Weights Drug’s
of Drug Not

Forced
Forced Not

Forced
Forced Best

Weights
Metronidazole 135 36.59% 34.37% 44.30% 45.63% 48.44%
Vancomycin 132 29.85% 29.70% 38.79% 40.61% 38.79%
Clarithromycin 64 16.25% 11.88% 43.13% 45.63% 22.19%
Cefuroxime 54 22.59% 23.33% 12.22% 14.44% 28.52%
Augmentin 53 6.79% 6.04% 18.87% 22.64% 22.26%
Ceftriaxone 52 21.92% 23.08% 38.08% 37.69% 39.23%
Acyclovir 50 11.20% 11.20% 26.80% 28.40% 23.20%
Ciprofloxacin 40 12.50% 13.00% 18.00% 20.00% 15.00%
Amikacin 38 5.26% 5.26% 7.37% 6.32% 11.58%
Anidulafungin 31 16.77% 15.48% 53.55% 61.29% 49.68%
Clindamycin 30 22.00% 22.67% 28.00% 30.67% 34.00%
Fluconazole 30 11.33% 11.33% 18.67% 26.00% 21.33%

Table 8: Drug’s Sensitivity (TPR) when using equal, overall best and drug-
specific best weights, with and without forced prediction

Table 8 shows the sensitivity of the test, which is calculated using the True Pos-
itive Rate (TPR). A sensitivity of x% means that if a drug is prescribed by the
doctor, x is how likely the drug was also suggested by the IDSS. From Figure
17, it is evident that when the drug-specific optimal set of weights were used,
the sensitivity is higher than when equal weights are allocated. This is true for
all drugs. Thus, the optimal weight assignment is effective in increasing the
sensitivity of the drug.

When the set of overall best weights was used, the accuracy for most of the
drugs is higher than when all the attributes are weighted equally. For some
drugs, they do not perform better when the overall best set of weights is used
is because each drug has its own set of weights. For example, from Figure 23,
’Chest Examination’ is an important attribute for Cefuroxime, but it is given a
weight of 0 in the overall best set of weights.

The results also compares the situation when a prediction is forced compared
to when it is not forced. it can be seen in Table 8 that by forcing a predic-
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Figure 17: Best set of weights for each drug

tion, the sensitivity increases for most drugs. This is especially true when the
overall best weights are used, and 10 out of the 12 drugs have a higher TPR
when a prediction is forced. This is expected because if a prediction is not
made, the number of False Negatives (FN) would automatically increase, and
correspondingly the TPR will decrease. Thus, by forcing predictions, the TPR
increases.

Specificity

The IDSS performs very well with regards to specificity. From Table 9, the
average specificity over all the drugs is 92.6% when equal weights were used,
and 94.2% when the best weights for each drug were used. A high specificity
is very important because it means that if a drug is not proposed by the IDSS,
the likelihood that this is an accurate suggestion is approximately 94%. This
would help in preventing the prescription of superfluous antimicrobial drugs,
thus helping tackle antimicrobial resistance.

For 8 out of 12 of the drugs, when the drug-specific best set of weights was
used, the specificity is higher than when the attributes were weighed equally.
The specificity does not improve for all drugs because of the trade-off between
sensitivity and specificity. Thus, when the drug-specific optimal weights were
used, the specificity may have been compromised for a higher sensitivity. The
LR+ is calculated to measure the trade off between sensitivity and specificity.
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Drug No. of Using Equal Using Overall Using
Instances Weights Best Weights Drug’s
of Drug Not

Forced
Forced Not

Forced
Forced Best

Weights
Metronidazole 135 84.29% 83.50% 85.86% 85.68% 88.10%
Vancomycin 132 85.93% 84.61% 82.81% 81.02% 89.10%
Clarithromycin 64 98.06% 98.16% 95.07% 94.93% 97.91%
Cefuroxime 54 94.85% 95.19% 95.39% 94.81% 96.60%
Augmentin 53 96.13% 95.84% 94.96% 94.67% 96.27%
Ceftriaxone 52 96.86% 96.86% 96.38% 96.04% 96.38%
Acyclovir 50 97.88% 97.45% 96.78% 96.68% 97.79%
Ciprofloxacin 40 97.98% 97.89% 97.00% 96.57% 98.12%
Amikacin 38 97.57% 97.80% 97.20% 97.50% 98.32%
Anidulafungin 31 98.90% 99.03% 96.87% 96.64% 98.34%
Clindamycin 30 96.56% 99.56% 98.03% 98.21% 98.49%
Fluconazole 30 97.52% 96.93% 96.97% 96.65% 98.94%

Table 9: Drug’s Specificity (TNR) when using equal, overall best and drug-
specific best weights, with and without forced prediction

When predictions are forced, the specificity worsens for 10 out of 12 drugs.
This is expected because when predictions are forced, the number of False
Positives would increase. Correspondingly, the TNR decreases. Again, LR+
is computed to measure the trade off between sensitivity and specificity with
regards to forcing predictions.

Positive Likelihood Ratio (LR+)

LR+ quantifies the trade-off between sensitivity and specificity and the LR+
results are shown in Table 10. An LR+ value of 1 indicates a baseline perfor-
mance (where True Positive Rate = False Positive Rate), and the higher the
LR+, the higher the confidence of the system. In general, the IDSS performs
very well with regards to specificity. From Figure 18, it can be seen that by
using the best weights for each drug, the LR+ for each drug was higher than
when the overall best set of weights or when a set of equal weights was used.

For 9 out of 12 drugs, when the overall best set of weights is used, the LR+
improves as compared to when equal weights are used. For Cefuroxime,
Ciprofloxacin and Amikacin, the LR+ does not improve when the overall best
set of weights is used. This is probably because the attributes that are impor-
tant in these drugs like ’Respiratory Rate’ have a weight of 0 in the overall
best set of weights. Thus, the overall best set of weights was not suitable for
prescribing these drugs.

39

bhenande
Highlight



Drug No. of Using Equal Using Overall Using
Instances Weights Best Weights Drug’s
of Drug Not

Forced
Forced Not

Forced
Forced Best

Weights
Metronidazole 135 2.33 2.08 3.13 3.19 4.07
Vancomycin 132 2.12 1.93 2.26 2.14 3.56
Clarithromycin 64 8.38 6.45 8.76 8.99 10.62
Cefuroxime 54 4.39 4.86 2.65 2.78 8.39
Augmentin 53 1.75 1.45 3.75 4.25 5.97
Ceftriaxone 52 6.98 7.35 10.51 9.52 10.83
Acyclovir 50 5.29 4.40 8.32 8.56 10.49
Ciprofloxacin 40 6.19 6.15 5.99 5.84 7.99
Amikacin 38 2.17 2.40 2.63 1.80 6.88
Anidulafungin 31 15.20 16.04 17.13 18.26 30.01
Clindamycin 30 6.39 6.59 14.20 17.14 22.46
Fluconazole 30 3.58 3.69 6.17 7.76 20.22

Table 10: Drug’s Positive Likelihood Ratio (LR+) when using equal, overall
best and drug-specific best weights, with and without forced prediction

From Table 8, it can be observed that when predictions are forced, the increase
in TPR outweighs the reduction in TNR. For 8 out of the 12 drugs, the LR+
improved when a forced prediction was used together with the overall best set
of weights. So, when finding the optimal set of weights for each specific drug,
predictions were always forced.

4.3 Relationship between Clustering and Accuracy

On the surface, there seems to be a relationship between how frequently a drug
is prescribed, and its accuracy in terms of LR+. From Table 10, the two most
frequently prescribed drugs, Metronidazole and Vancomycin, are prescribed
very frequently and have a poor LR+. Anidulafungin, Clindamycin and Flu-
conazole are rarely prescribed and have very high LR+. However, this trend is
not true because drugs like Amikacin and Ciprofloxacin are also infrequently
prescribed but have a low LR+.

From Figure 19, it can be observed that there is a general trend between how
well clustered a drug is, which is quantified by the number of clusters the
drug occurs in, and its accuracy, which is measured using LR+. Generally, if
the drug is more well clustered, the drug’s accuracy increases. For example,
Amikacin is a broad-spectrum drug that occurs in all 8 sub-clusters. As such,
it was not well modelled in the IDSS and therefore has a low LR+ of 6.88. In
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Figure 18: Comparing LR+ for equal weights, overall best weights, and drug-
specific best weights

contrast, Clindamycin is a narrow-spectrum drug that is well clustered, as seen
in Figure 12. Thus, it was modelled well in the IDSS and it has a high LR+ of
22.46.
It can also be observed that when equal weights are used, this gives the lowest
accuracy. On the other hand, drug-specific weights gave the highest accuracy.

Figure 19: Relationship between clustering and Positive Likelihood Ratio (LR+)
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In Figure 19, there seemed to be an outlier that corresponds to Anidulafungin.
For the case of Anidulafungin, it was observed that although it occurs in 6 of
the 8 sub-clusters, most of the cases generally fell into only one cluster, which
has two sub-clusters. Thus, it can be considered a well-clustered drug, and
therefore has a high LR+.

4.4 Choosing the Number of Neighbours, K

In order to decide how many neighbours, K, was the most appropriate for the
IDSS, the overall accuracy was measured when K was varied between 3 and
15. In the tests, TL was set to 30 and TH was set to 1/3 of the number of cases.
The ”Forced Prediction” configuration is used. The results are shown in Table
11.

K No. of Avg. No. of Avg. No. of Accuracy
Cases Predictions Correct A1:Exclude A2:Include

Made Predictions No Predic-
tion

No Predic-
tion

3 466 411.4 85.2 20.71% 18.28%
5 466 371.8 84.8 22.81% 18.20%
7 466 327.2 79.6 24.33% 17.08%
15 466 255.8 67.6 26.43% 14.51%

Table 11: Accuracy of predictions as the number of neighbours, K, is varied

Firstly, K was chosen to be an odd number so that there is a clear majority.
Also, K had to be smaller than twice of TL, especially if there is no forced pre-
dictions. This is because if K > 2× TL, for a drug that is only prescribed TL

times, it would never be predicted as it would not have more than half of its
neighbouring cases being prescribed that drug.

From the results in Table 11, it can be observed that the number of predictions
is less than the total number of cases in the case base. When K was increased,
the average number of predictions decreased. This is expected because there
are more neighbours and there may be no clear majority, even if a prediction
was forced. Secondly, the average number of correct predictions decreases
when K increases. This is probably because most of the drugs are not well
clustered, thus many of the neighbours that are further from the testing case
may have been prescribed a different drug than that of the testing case. A1 and
A2 were two measures of accuracy that were calculated using Equations 9 and
10 respectively. The objective was to have A1 and A2 as high as possible.

A1 =
No. o f correct predictions

No. o f predictions
(9)
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A2 =
No. o f correct predictions

Total no. o f cases
(10)

From Figure 20, it is evident that A1 is directly proportional to K, while A2

is inversely proportional to K. K should be chosen to maximise both A1 and
A2. To measure the trade-off between A1 and A2, a simple trade-off equation
is used (Equation 11).

T =
A2

1− A1
(11)

From the equation, T will increase when A2 increases, and T will also increase
if A1 increases. T is plotted against K in Figure 21

Figure 20: Accuracy A1 and A2 when number of neighbours, K, is varied

Figure 21: Trade-off, T, when number of neighbours, K, is varied
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From Figure 21, K is chosen to be 5 because T was maximised at that point.
However, it should be noted that the optimal number of neighbours depends
on how the doctors prefer the IDSS to be configured. If they prefer to have
more correct predictions in general, then K should be reduced to maximise A2.
In contrast, if the objective is that among the predictions, there should be a
large number of correct predictions, then K should be increased to maximise
A1.

4.5 Weights Allocation

The overall best set of weights is the set of weights that gave the highest average
accuracy per case. This section investigates the relationship between the overall
best set of weights and the best set of weights for each drug.

4.5.1 Overall best set of weights

Figure 22 shows the set of weights that was used to achieve the highest average
accuracy per case, as described in Section 4.2.2. The weights have a precision
of ±2.5%. These weights mimic the relative importance an expert places on
each attribute when deciding which drug(s) to prescribe.

Figure 22: Relative weights of attributes for overall best accuracy per case

In a qualitative study done by Kushniruk, Patel and Fleiszer (1995), results
showed that experts (intensive care specialists) usually came up with more re-
fined approaches than intermediates (intensive care residents). In particular,
experts tend to focus less on laboratory tests and more on the patient’s situ-
ation, as compared to intermediates. For example, experts would request for
information such as the patient’s history and if the patient had any problems
when leaving the operating theatre. [30] These observations are consistent with
the weights observed in Figure 22.
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4.5.2 Optimal weights for each drug

Figure 23: Best set of weights for each drug

In Figure 23, the weights assigned to each attribute has been colour-coded: the
higher the weights, the darker the colour. Some attributes such as ’Urinary
Catheter’, ’Abdominal Examination’ and ’Age’ are commonly allocated high
weights for almost all the drugs. On the other hand, some attributes like ’Chest
Examination’ is allocated only a small weight for most of the drugs. This is
consistent with the overall best set of weights in Figure 22. Quantitatively, in
Table 12, the overall best weights is compared to the weights of the attributes
averaged over all the drugs. Also, a weighted average was considered, with
drugs prescribed more frequently being given higher weights.

Attribute Overall
Best

Average Weighted
Average

Patient Age 0.2 0.17 0.191
Urinary Catheter 0.2 0.16 0.147
Ventilation Support 0.2 0.07 0.078
Chest Radiography 0.2 0.09 0.108
Abdominal Examination 0.1 0.15 0.142
Lactate 0.1 0.11 0.111
Oxygen Requirements 0.0 0.09 0.083
Respiratory Rate 0.0 0.09 0.073
Chest Radiography 0.0 0.07 0.068

Table 12: Overall best weights and weights averaged from drug-specific
weights

From Table 12, it can be seen that the attributes that were given a weight of 0 in
the set of overall best weights also had the lowest weights for the average and
weighted average case. Also, the two most important attributes according to
the drug-specific weights were ’Age’ and ’Urinary Catheter’. This is consistent
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with the overall best weights.

In Section 4.2.1, when the study was limited to only cases with one drug per
patient, the best weights for each configuration was different. This is because
the drugs for each combination was different. The, it is expected that the over-
all best set of weights would be different, depending on the drugs considered
for the new case. For furture applications, if a doctor does not have any drug in
mind, he may want to use the overall best weights or equal weights. However,
if he wants to check if a particular drug or combination of drugs is suitable for
a new case, he may want to use that drug-specific weights instead.

4.6 Final IDSS Model

This section summarises the set of parameters that were chosen for the final
model, to achieve the best possible system performance. Lastly, the time com-
plexity of the final model was considered.

4.6.1 Configuration

Each parameter was tested independently with all other parameters held con-
stant to find the best configuration for each paramter. Then, the best choice
for each parameter was used in the final IDSS model. The parameters are as
follows:

• Removing bias from the case base by setting TH to one third of the num-
ber of cases in the case base.

• Multilabel Classification instead multiclass classification.

• Forcing prediction of a drug so that as long as it has the highest predic-
tion probability among all the drugs, even if the drug is not prescribed in
more than 50% of the case’s neighbours, that drug will still be suggested.

• Choose number of neighbours, K = 5.

• Weight set to best overall set of weights described in Figure 22. However,
if only certain drugs are being considered, may choose to use the drug-
specific set of best weights instead.

Using these parameters, the IDSS is able to model the decisions of an expert
with a minimum average accuracy per case of 25.2%. This is the accuracy for
”worst-case-scenario” which assumes that if the drug suggested by the IDSS is
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different from that which had been prescribed by an expert, then the predic-
tion is wrong. Actually, antibiotics fall into there are 15 possible classes, and
antibiotics within the same class are similar. For example, both Clindamycin
and Clarithromycin are of the Macrolides class and can be considered similar.
Some other drugs may also be used interchangeably for common infections.
[31] This similarity is not captured in the accuracy score, because it is difficult
to quantify the similarity between drugs. Thus, it can be expected that the
actual performance of the system is higher than estimated.

4.6.2 Time Complexity

As the IDSS will be implemented in the real-world, it is important that when
a new case is received, the IDSS can suggest a solution without too much time
delay.

Figure 24: Time taken as the number of neighbours, K, is varied, with and
without forced predictions.

In Figure 24, the time taken for the IDSS to make a prediction is measured.
There were 130 cases used in the case base, and the number of neighbours, K,
is varied. it can be observed that the complexity increases linearly with the
number of neighbours, K. Also, if predictions are forced, the time taken is
longer, which is expected.

In the actual implementation of the system, the only variable that would
change is the number of cases in the case base. By timing the system, it was
observed in Figure 25 that the time taken varied approximately linearly with
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the number of cases in the case base. This is expected because the complexity
of the KNN algorithm is O(N). [32]

The time taken for the actual system is predicted in Figure 25. If the case
base has 20, 000 cases, the estimated time taken for the IDSS to retrieve similar
cases and make a prediction is about 30 seconds. It is expected that the case
base would have around 20000 cases, and not more than 40, 000 cases. This
is because cases older than 1.5 to 2 years would be removed from the case
base. This is to constantly update the knowledge because the behavior of the
pathogens change over time and these pathogens would mutate and develop
a resistance to the antimicrobial drugs.

Figure 25: Time taken as the number of cases in the training set is varied.
Prediction is made using a linear trend, for when the case base contains 20000
cases.
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5

I N T E R P R E TAT I O N O F R E S U LT S

In this chapter, the results presented in Chapter 4 are discussed with respect to
how they may be of significance to help the doctors tackle antibiotic resistance.
In particular, this chapter looks at how the suggested antimicrobial treatment
may be of use to doctors, the relative importance of the attributes, as well as
how clustering and LR+ may be indicators of overprescription.

5.1 Evaluation of Suggested Antimicrobial Treatments

When a new case is received, the IDSS retrieves the most similar cases and a
prediction is made, if possible (Figure 4). These are presented to the doctor for
consideration. Using the accuracy scores in Chapter 4, the doctor can better
evaluate the usefulness of the suggested solution presented.

The TPR and FPR can be presented together with the suggested solution to aid
the decision process. For example, if the overall best set of weights has been
used (with forced prediction) and Anidulafungin has been recommended, the
doctor knows that the TPR with respect to Anidulafungin is 61.3% (from Table
8). On the other hand, the doctor may be considering whether to prescribe
Amikacin for a new case. Using the best set of weights corresponding to
Amikacin, if the IDSS recommends that Amikacin should not be prescribed,
the doctor would know that the TNR is 98.3% (from Table 9).

Even for cases when a prediction cannot be made and there is no suggested
solution, the k = 5 most similar cases are presented to the doctor. Since there
is no prediction made, this implies that the cases presented have a wide va-
riety of alternative treatments that were used for similar cases. These cases
would be of interest to the doctor because he can compare the new case to
these similar cases and decide if any of the previous antimicrobial therapies
can be adapted for the new case. Since it is difficult to quantify the usefulness
of the similar case presented when no prediction is made, the case is excluded
from the accuracy calculation.
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It should be noted that the IDSS is designed to mimic an expert’s decision.
There is no ”correct prescription”, especially for the patients in ICU where the
cases are very complex. Thus, the accuracy measure is based on how well the
system mimics the decision making process of an expert, and not how suitable
the suggestion was. In order to make a holistic decision, the case outcome of
the retrieved cases must also be considered. The outcome of the case contains
information such as whether the patient’s condition improved or worsened
after taking the prescribed antimicrobial treatment, and whether the patient
was discharged from the ICU, indicating that the patient had recovered. For
example, if all of the retrieved cases which are similar to the new case had
been prescribed drug A, this means that drug A is a commonly used drug for
this case description. However, if the similar cases indicate that most of the pa-
tients’ conditions worsened after taking drug A, then the doctor might decide
to prescribe an alternative antimicrobial therapy. It could also be concluded
that this is a situation where drug A is frequently misused and the doctors
might want to pay more attention to these cases to prevent further misuse of
this drug.

The IDSS could be limited to only consider cases where the treatment was suc-
cessful, so that a suggested antimicrobial treatment would be one that has been
successful in many similar cases. However, such a restriction would reduce the
size of the case base, which is already quite small at present. Furthermore, by
showing unsuccessful cases, the doctors can identify common misuse of an-
timicrobial drugs, as explained in the example above.

5.2 Interpretation of Importance of Attributes

Table 13 is an extract of the table in Appendix A. Table 13 shows the relative
importance for the attributes that have been considered in the IDSS. The at-
tributes are ranked such that Patient Age has the highest importance. The
relative importance has been determined by a medical expert.

In comparison to the overall best set of weights in Table 12, there is some sim-
ilarity between the attributes’ importance as determined by an expert, and its
importance derived from the IDSS weights. In particular, ’Patient Age’ is the
most important attribute out of those used in the IDSS. This is indicated by
both the expert and the IDSS weights. In Table 13, many of the attributes are
ranked 14. Using the IDSS, there is a finer precision for the importance of these
attributes.

From the ranking in Table 13, there is only one set of importance corresponding
to the attributes. However, after finding the optimal weights for each drug in
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Attribute Relative Importance
Patient Age 9

Lactate 12

Urinary Catheter 14

Ventilation Support 14

Chest Radiography 14

Abdominal Examination 14

Oxygen Requirements 14

Respiration Rate 14

Chest Radiography 14

Table 13: Ranking of the importance of attributes (extracted from Appendix A

Figure 23, it was concluded each drug had its own set of optimal weights.
Thus, more than being able to model the overall decision process of an expert,
the IDSS also finds the relative importance of the attributes, as considered by
the doctor when prescribing a particular drug (Figure 23). This may be useful
in two ways:

1. For intermediates (e.g. intensive care residents): From [30], it was ob-
served that there is a difference in the decision making process between
intermediates and experts. The intermediates may use the relative im-
portance of the attributes as an indication of the decision making process
of experts, and by using the IDSS, it can help the intermediates better
mimic the experts in deciding appropriate antimicrobial treatments.

2. For experts (e.g. intensive care specialist): The relative importance of the
attributes as determined by the IDSS shows the experts which attributes
that had placed greater emphasis on when prescribing the drug. This
may highlight some attributes that the expert had been wrongly focused
on. Then, the expert may use this as a feedback and adjust their decision
making process accordingly.

Thus, the weights and corresponding importance of the attributes are not only
inputs to the IDSS, but they also provide insights into the decision making
process of an expert. This is helpful for intermediates to possibly improve their
decision making process, and for experts to evaluate their current approach to
prescribing specific antimicrobial drugs. By improving the decision making
process, misuse of antimicrobial drugs can be prevented.

5.3 Predicting overprescription

By using the results of the clustering using PCA, and the LR+ values, the IDSS
may be able to highlight overprescription of drugs. Vancomycin will be used as
a case study for this. Vancomycin is a narrow spectrum drug used for treating
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infections caused by Gram-positive bacteria. [33] It is a frequently prescribed
antimicrobial that is used in 132 out of 466 cases.

From Section 4.1, Vancomycin occurs in all 8 sub-clusters when the min-max
scalar is used. This is similar to the results of Meropenem, which is also a
frequently prescribed drug. However, in contrast to Vancomycin, Meropenem
is an ultra-wide-spectrum drug. Amikacin is another wide-spectrum drug that
occurs in all 8 sub-clusters, even though it is only prescribed very rarely (38
times in the 466 cases). In contrast, Clindamycin is a narrow spectrum drug
and it is well clustered. Thus, although Vancomycin is a narrow spectrum
drug, from its clustering results, it behaves like a wide-spectrum drug.

Given the positive relationship between how well clustered a drug is, and its
LR+ score, it can also be observed that Vancomycin has a very low LR+ of
3.56, which is similar that of Metronidazole (4.07). In fact, Vancomycin has
the lowest LR+ score out of all the drugs, when the drug-specific best weights
are used. This is in contrast to Cindamycin, which is a narrow-spectrum drug
and has a very high LR+ of 22.46. Thus, Vancomycin also seems to be a broad-
spectrum drug when considering the LR+ score.

After checking with medical experts, it was concluded that Vancomycin had
been over-prescribed in the case base. There has been several bacteria that have
been developing resistance to Vancomycin. Some examples are Vancomycin
Resistant Enterococci and Vancomycin intermediate and resistant Staphylococ-
cus aureus. This could have been due to misuse and overprescription of the
drug, which is evident in the results from the IDSS.

From the example of Vancomycin, if there other drugs that are supposed to
be narrow band but are poorly clustered and have a low LR+, this may be an
indicator that the drug is over-prescribed. If misuse of drugs can be identified
early and corrected, this will help with antimicrobial resistance.
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6
C O N C L U S I O N A N D F U T U R E W O R K

6.1 Conclusion

In order to achieve the aim of tackling antimicrobial resistance, there were
three main objectives of the projects: firstly, to understand the decision making
process of an expert with respect to antimicrobial drug prescriptions; secondly,
to incorporate this understanding into an IDSS that is able to suggest suitable
antimicrobial drugs; and thirdly, to measure the performance of the IDSS. All
three objectives were met.
To achieve the first objective, PCA was used to reduce the dimensionality of
the problem. The results showed that cases could be clustered according to
their case descriptions, and there is a relationship between the clusters of cases
and the antimicrobial drugs prescribed. This meant that the data was suitable
to be modelled using CBR.

The main objective of the project was to develop an IDSS that, when given a
new case, is able to suggest suitable antimicrobial therapy options in a way
that mimics the decision making process of an expert. This was achieved by
designing the IDSS using the technique of CBR. In particular, KNN was used
as the retrieval method, where the nearest neighbours were found using a
weighted average distance metric. By using the weights to represent the rel-
ative importance of attributes, the decision making process of the expert can
be better modelled. This method of weighing each attribute according to their
importance was a novel application that had not been implemented in any ex-
isting systems.

Finally, the performance of the IDSS was measured in terms of how well the
IDSS modelled the expert’s decision making process using two main perfor-
mance metrics: average accuracy per case and accuracy per drug. The high
specificity of at least 84% for all the drugs indicate that the concept of CBR
and KNN is suitable. Furthermore, when the optimal weights are chosen, the
overall accuracy per case improves, and the sensitivity improves as well. This
shows that the novel approach of weighing the attributes improves the perfor-
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mance of the IDSS.

By modelling the decision making process of an expert, the IDSS is not only
able to suggest possible antimicrobial therapies, but it also highlights any possi-
ble mistakes in the current decision making process. For example, if a narrow-
spectrum drug like Vancomycin is frequently prescribed, not well clustered
and has a low LR+, this may indicate that the drug is over-prescribed. Also,
if the experts do not agree with the relative importance of the attributes as
determined by the IDSS, this might highlight some attributes that the expert
had been overemphasizing, resulting in a misuse of the drug. Hence, the IDSS
model is able to highlight misuse of antimicrobial drugs quickly, thus helping
to tackle the problem of antimicrobial resistance.

6.2 Future work

The next step for the IDSS would be to perform clinical trials. This would
allow the experts to evaluate the usefulness of the IDSS’s suggestions. Based
on the feedback, the IDSS can adjust the parameters like attributes’ weights to
improve the retrieval and prediction algorithm of the IDSS.

For the scope of this project, the focus of the IDSS was to suggest suitable
antimicrobial drugs. As an extension, the IDSS could also be designed to be
able to suggest a dosage for the drug that is customised to the demographics
of the patient. Such a system would be useful even after the pathology and
sensitivity information for the case is available.
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A
AT T R I B U T E S A N D T H E I R I M P O RTA N C E

The following table shows the attributes considered and their relative impor-
tance is ranked. A higher rank of importance indicates that the attribute is
more important, i.e. ’Organs Infected’ is the most important, and ’Gender’
is the least important.The table also shows the amount of documentation for
each attribute in the case base. Note that only attributes that had at least 50%
of data available were considered in the IDSS.

Attribute Importance Data Available?
Organs Infected 1 No
Bugs 2 Limited (18%)
Wound Cultures 2 Very Limited (3%)
Blood Cultures 2 Very Limited(4%)
Urine Cultures 2 Very Limited (2%)
CSF Cultures 2 No
Sputum 3 Very Limited (4%)
Allergies 4 Very Limited (7%)
HIV 5 Very Limited (1%)
Diabetic 6 Limited (11%)
Pregnant 7 No
Days in Hospital 8 No
Age 9 Yes
Renal Support 10 Very Limited (7%)
CREA 11 No
ALT 11 No
ALP 11 No
BILI 11 No

Table 14: Attributes and their relative importance, and the amount of data
available in the case base
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Attribute Importance Data Available?
Lactate 12 Most (67%)
CRP 12 No
WCC 12 No
Weight 13 No
Body Temperature 14 Limited (43%)
Ionotropes 14 No
Oxygen Requirements 14 Most (96%)
Steroids 14 No
Respiratory Rate 14 Most (97%)
Urinary Catheter 14 Yes
Central Line Changed 14 Very Limited (12%)
Ventilation Support 14 Yes
Abdominal Examination 14 Yes
Chest Examination 14 Yes
Chest Radiography 14 Yes
Gender 14 Yes

Table 15: Attributes and their relative importance, and the amount of data
available in the case base
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B
C L U S T E R I N G O F D R U G S U S I N G P C A

B.1 Standard Scaler

Attributes have been normalised using the standard scaler so that each at-
tribute has a mean of 0 and variance of 1. PCA has been applied to reduce the
dimensionality to 3, and the cases now projected into a 3-dimensional space.
Figures 26 and 27 show this projection, and cases where a drug is prescribed
are in green.

Figure 26: Clustering using PCA with standard scaler. Cases where drugs are
prescribed are in green.

60



Figure 27: [continued] Clustering using PCA with standard scaler. Cases
where drugs are prescribed are in green.
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B.2 Minmax Scaler

Attributes were normalised using the Minmax scaler so that each attribute has
a value between 0 and 1. PCA was applied to reduce the dimensionality to 3.
Figures 28 and 29 show the projection of the cases into a 3-dimensional space,
and cases where a drug is prescribed are in green.

Figure 28: Clustering using PCA with Minmax scaler. Cases where drugs are
prescribed are in green.
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Figure 29: [continued] Clustering using PCA with Minmax scaler. Cases where
drugs are prescribed are in green.
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